
SHARC: Simulator for Hardware Architecture
and Real-time Control

Paul K. Wintz1 Yasin Sonmez2 Paul Griffioen2 Mingsheng Xu1 Surim Oh1

Heiner Litz1 Ricardo G. Sanfelice1 Murat Arcak2

1University of California, Santa Cruz
2University of California, Berkeley

May, 2025



Motivating Example: Adaptive Cruise Control (ACC)
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Motivating Example: Adaptive Cruise Control (ACC)

Headway

If no computational delays:

=⇒ Guaranteed minimum headway

If computational delays:

=⇒ ???

Computational delays depend on

▶ Control Algorithm, implementation, and parameters

▶ Computational hardware

▶ Current state and measurements

▶ Recent computations
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SHARC: Simulator for Hardware Architecture and
Real-time Control

Features

▶ Uses same executable as would be deployed.

▶ Parallelized to shorten run times.

▶ Easy configuration via JSON files.

▶ Dockerized for easy setup.
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Mathematical Model of Delayed Computations
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Controller Execution Simulation

To estimate controller run time, we use the Scarab Microarchitectural Simulator.

▶ Low level simulation of controller binary on CPU

▶ Simulates caching, branch prediction, pipelining, etc.
▶ Customizable processor parameters

▶ Cache size
▶ Clock speed
▶ Architecture

▶ Provides detailed statistics.
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ACC Example: Instruction Cache Size Comparison

Problem 1 (Linear MPC)

minimize |velocity error|2

+ |control effort|2

subject to

Linear System Dynamics

Linear Safety Constraints

=⇒ Performance degrades if instruction
cache is only 1 KB.
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Example Pseudocode

Physics Dynamics (Python interface)

class MyDynamics(Dynamics):
def evolve_state(self, t0, x0, u, tf):
return xf # Final state

def get_output(self, x, u, w):
return y

def get_exogenous_input(self, t):
return w

Controller (C++)

class MyController : Controller {
void calculateControl(double t, Vec &y){

return u;
}

};
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Configuration
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SHARC Parallelization

Simulation in Scarab is 10,000x slower than executing directly on the host processor.

=⇒ Simulating slow controllers on a long time horizon can require several days
=⇒ We designed a parallelization scheme that allows many time steps to be

run in parallel
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Comparison: Serial vs. Parallel

Simulation Time

▶ Serial: 1 hour, 20 minutes

▶ Parallel: 40 minutes

Fidelity loss due to discarding memory
effects between time steps.
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Example: Nonlinear Inverted Pendulum Example

Problem 2 (Nonlinear MPC)

minimize |angle error|2

+ |control effort|2

subject to Nonlinear Dynamics
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Conclusion

Future Work

▶ Expand systems simulated in SHARC.

▶ Generate models of computation time conditioned on state, controller parameters,
and hardware configuration.

▶ Use models of computation time to accelerate parallelization.

▶ Use SHARC to establish guarantees on system performance.

▶ Use SHARC for co-design of hardware and controllers by joint optimization.
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Questions?

Funding

Slides and paper available at
paulwintz.com/publications.

Code at github.com/pwintz/sharc

paulwintz.com/publications
github.com/pwintz/sharc


Linear MPC Problem Formulation for ACC Example
minimize

𝐽
(︀
𝑥(·)|𝑘0 , 𝑢(·)|𝑘0

)︀
:=

𝑘0+𝑁𝑝∑︁
𝑘=𝑘0

(︀
𝑣𝑘|𝑘0 − 𝑣des

)︀2
+

𝑘0+𝑁𝑝−1∑︁
𝑘=𝑘0

𝑢⊤𝑘|𝑘0𝑅𝑢𝑘|𝑘0 + 𝛼

𝑘0+𝑁𝑝−2∑︁
𝑘=𝑘0

⃒⃒
𝑢𝑘+1|𝑘0 − 𝑢𝑘|𝑘0

⃒⃒2
with respect to

𝑥𝑘0|𝑘0 , 𝑥(𝑘0+1)|𝑘0 , . . . , 𝑥(𝑘0+𝑁𝑝)|𝑘0 ∈ R2, 𝑢𝑘0|𝑘0 , 𝑢(𝑘0+1)|𝑘0 , . . . , 𝑢(𝑘0+𝑁𝑝−1)|𝑘0 ∈ R2

subject to
𝑥𝑘0|𝑘0 = 𝑥̂𝑘0 ,

and for each 𝑘 = 𝑘0, 𝑘0 + 1, . . . , 𝑘0 +𝑁𝑝 − 1,

𝑥𝑘+1|𝑘0 = 𝐴(𝑣0)𝑥𝑘|𝑘0 +𝐵(𝑣0)𝑢𝑘|𝑘0 +𝐵𝑑(𝑣0)𝑤̂(𝑘|𝑘0),
and for each 𝑘 = 𝑘0, 𝑘0 + 1, . . . , 𝑘0 +𝑁𝑝,

0 ≤ 𝑣𝑘|𝑘0 ≤ 𝑣max, 0 ≤ 𝑢a𝑘|𝑘0 ≤ 𝑢amax, 0 ≤ 𝑢b𝑘|𝑘0 ≤ 𝑢bmax, ℎmin ≤ ℎ𝑘|𝑘0 ,

and for 𝑘 = 𝑘0 +𝑁𝑝,

ℎ𝑘|𝑘0 ≥ (𝑣max/2|𝑎|)𝑣𝑘|𝑘0 − 𝑣2f(𝑘|𝑘0)
⧸︀
2|𝑎f| + ℎmin.
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Nonlinear MPC Problem Formulation

minimize

𝐽
(︀
𝑥(·)|𝑘0 , 𝑢(·)|𝑘0

)︀
:=

𝑘0+𝑁𝑐−1∑︁
𝑘=𝑘0

𝐶
(︀
𝑥𝑘|𝑘0 , 𝑢𝑘|𝑘0

)︀
+

𝑘0+𝑁𝑝−1∑︁
𝑘=𝑘0+𝑁𝑐

𝐶
(︀
𝑥𝑘|𝑘0 , 𝑢(𝑘0+𝑁𝑐−1)|𝑘0

)︀
with respect to

𝑥𝑘0|𝑘0 , 𝑥(𝑘0+1)|𝑘0 , . . . , 𝑥(𝑘0+𝑁𝑝)|𝑘0 ∈ R𝑛𝑥 , 𝑢𝑘0|𝑘0 , 𝑢(𝑘0+1)|𝑘0 , . . . , 𝑢(𝑘0+𝑁𝑐−1)|𝑘0 ∈ R𝑛𝑢

subject to
𝑥𝑘0|𝑘0 = 𝑥̂𝑘0 ,

and for each 𝑘 = 𝑘0, 𝑘0 + 1, . . . , 𝑘0 +𝑁𝑝 − 1,

𝑥𝑘+1|𝑘0 = 𝑓(𝑥𝑘|𝑘0 , 𝑢𝑘|𝑘0),

and for each 𝑘 = 𝑘0, 𝑘0 + 1, . . . , 𝑘0 +𝑁𝑝,

ℓi(𝑥𝑘|𝑘0 , 𝑦𝑘|𝑘0 , 𝑢𝑘|𝑘0) ≤ 0, ℓe(𝑥𝑘|𝑘0 , 𝑢𝑘|𝑘0) = 0.
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