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Abstract

A method is proposed for analyzing asymptotic stability in so-called conical hybrid systems
with modes, which include any hybrid systems where portion of the state excluding the
logic variable is mapped linear at jumps and flows according to a constant or linear flow
maps during flows, and where the flow and jump sets are conical. Specifically, this paper
introduces the conical transition graph (CTG) to simplify the analysis of asymptotic
stability in conical approximations by converting solutions to a hybrid system into walks
through a discrete graph. By exploiting the fact that pre-asymptotic stability in a conical
approximation implies pre-asymptotic stability in the original system, a CTG-based
approach can establish asymptotic stability in hybrid systems that have nonlinear flow
maps and jump maps without needing to construct a Lyapunov function. Discussion of
how to reduce the size of the CTG allow for applying CTG analysis to systems where
the CTG would have infinitely many vertices.

Keywords: Stability and stabilization of hybrid systems, Stability of nonlinear systems

1. Introduction

For continuous- and discrete-time systems, local asymptotic stability can be determined
by linearizing the system and checking the eigenvalues of the resulting Jacobian matrix.
For hybrid systems, however, the same ease is currently unavailable. In the conical ap-
proximation of a hybrid system, the flow and jumps sets are approximated by tangent
cones, and the flow and jump maps are approximated by constant or linear approxima-
tions [1, Ch. 9]. It was shown in [2, Thm. 3.3] that the conical approximation of a hybrid
system can be used to determine if a point is pre-asymptotically stable. Namely, if a point
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is pre-asymptotically stable with respect to the conical approximation, then the center
of the approximation in the original hybrid system is locally pre-asymptotically stable.
(The prefix “pre-” indicates that some maximal solutions may terminate in finite time due
to the solution leaving the region of the state space where it is permitted to evolve.) The
utility of [2, Thm. 3.3] is currently limited, however, by the fact that it is still generally
difficult to show that the origin of a conical approximation is pre-asymptotically stable.
The purpose of this article is to close this gap by introducing the conical transition graph
(CTG) as a tool to determine asymptotic stability in conical approximations. Thereby,
we can establish local asymptotic stability in non-conical hybrid systems.

A graph-based approach is used in [3] to determine Lyapunov and asymptotic stability of
a class of hybrid systems called piecewise constant derivatives (PCD). In a PCD system,
the state space is partitioned into polyhedral regions with a flow vector field that is
constant within each region but not necessarily continuous on their boundaries. The class
of systems considered in the present work is more general in that the hybrid systems
permit jumps in the value of the state and transitions between modes.

While there are limited results for analyzing stability of hybrid systems via conical ap-
proximations, there are numerous other approaches for stability analysis in the literature
[4, 5] and [1, Thm. 7.30]. Lyapunov functions are a powerful and flexible tool for proving
many types of stability properties, including stability of sets, finite-time stability, Zeno
stability, and input to state stability [6, 7]. For hybrid systems where asymptotic sta-
bility of a limit cycle is of interest rather asymptotic stability of an equilibrium point,
Poincaré maps have been used in hybrid systems to prove convergence of solutions to
limit cycles [8, 9, 10]. Discrete graphs! have been used to evaluate stability of switched
dynamical systems including discrete-time linear systems [11], discrete-time nonlinear
systems [12], and continuous-time linear systems [13]. In contrast to the existing meth-
ods for switched systems, the present work is (to the best of our knowledge) the first
graph-theoretic approach to analyze asymptotic stability in non-switched hybrid sys-
tems (i.e., systems where components of the state vector may range over a continuum
at jumps). In the context of reachability analysis, [14] introduced conical abstractions
as a graph-based method to compute infinite-horizon reachable sets for linear hybrid
automata. The biggest drawback of the Lyapunov function method is that Lyapunov
functions are often difficult to construct. There have, however, been advances made for
algorithmically constructing Lyapunov functions. For hybrid systems defined by polyno-
mial functions, Lyapunov functions can be constructed numerically via sum-of-squares
(SOS) programming [15, 16, 17, 18, 19, 20]. Lyapunov functions can also be generated
for non-polynomial systems by modeling non-polynomial functions as polynomials plus a
disturbance, as done in [19] for barrier certificates, or by transforming the system into
a polynomial system as done in [17] for continuous-time systems. The SOS approach to
constructing Lyapunov functions is powerful but suffers from two limitations. Firstly,
SOS requires solving a semidefinite program (SDP) that grows quickly as the dimension
of the hybrid system and the degrees of the polynomials increase. While there are effi-
cient algorithms for solving SDP’s, the size of the optimization problem can make them

IThroughout, we use graph in the sense of discrete graph—that is, a set of vertices connected by edges
Or arrows.
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computationally expensive for high-dimensional hybrid systems. Secondly, since SOS is
a numerical approach, it requires the hybrid system to be fully defined, numerically—it
cannot have any unspecified parameters. This inhibits using SOS to reason about pa-
rameters, limiting its utility for, e.g., designing an asymptotically stabilizing feedback
law.

An alternative algorithmic approach to determine stability-like properties is via reacha-
bility analysis. The idea behind this approach is to use numerical reachability tools for
hybrid systems [21, 14, 22, 23] to approximate the reachable set for solutions starting
nearby an equilibrium and thereby assess stability numerically.

The conical transition graph is designed to simplify the analysis of asymptotic stability
of isolated equilibria by creating a simplified representation of ways that solutions to a
hybrid system can evolve continuously (called flows) or evolve discretely (called jumps).
Collectively, we refer to flows and jumps as transitions. In particular, the CTG is a
directed graph with set-valued weights assigned to each arrow. Each vertex in the CTG
represents either the origin 0,, € R™ or a point in the unit sphere S*~! C R™, where each
point v € S*~1 acts as a representation of all the points in the ray {rv|r > 0} spanned by
v. In this way, we consider the projection of R™ onto S*~! U {0, }, as shown in Figure 1.
Roughly speaking, each arrow in the CTG represents the ways that solutions to a hybrid
system, as projected onto S*~1 U {0, }, can transition (low or jump) between points in
S"=1U{0,}. The weight of each arrow contains all possible relative changes in magnitude
that a solution can exhibit when it undergoes the transition. Asymptotic stability can be
determined from the products of walks through the CTG. Products converging to zero
indicate convergence of solutions to the origin.

This article extends the author’s previous work, [24], in two ways. First, this article defines
and analyzes conical hybrid systems with modes—allowing switching between several
regimes. To aid in analysis, we introduce in this article the concept of a CTG-simulation
of a solution to a hybrid system. By showing a correspondence between solutions and
CTG-simulations, we show that the CTG of a hybrid system can be used to determine
asymptotic stability. Beyond the results in this article, CTG-simulations may be a useful
theoretic tool in future work for using CTG’s in reachability analysis.

Second, we describe how to reduce the size of a conical transition graph by an “abstraction”

that groups together sets of vertices. By applying this method to conical transition
graphs with large—possibly infinite—numbers of vertices, we can reduce intractable
computational problems into problems that are solvable.

The remainder of this article is organized as follows. Preliminary concepts and notation
are introduced in Section 2. In Section 2.2 we introduce conical hybrid systems with
modes, and in Section 2.3 we describe the important radial homogeneity property of
conical hybrid systems. We briefly describe two applications of conical hybrid systems in
Section 3. Conical transition graphs are introduced in Section 4. Our results, in Section 5,
demonstrate how to use a conical transition graph to determine pre-asymptotic stability
in conical hybrid systems. Section 5.1 describes CTG-simulations, which is a useful tool
in the subsequent theoretical developments. Our stability and pre-asymptotic stability
results are found in Section 5.2. Section 6 describes our approach to reducing the size of
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CTG’s by creating an “abstract” CTG that groups together vertices.

Figure 1: The evolution of solutions to a hybrid system on R*® (left) are reduced in the CTG
(right) to discrete transitions on S?, which we label as flow arrows and jump arrows. In the right
image, solid blue curves indicate continuous-time flows projected onto S2.

2. Preliminaries

For notation, we use N := {0,1,2,...} and R>o := [0,00). The Euclidean norm of
v € R™ is written |v|. We write the inner product between v; and ve in R™ as (v1, va).
The zero vector in R™ is denoted 0,,. The domain of a function f is written dom(f).
Given a set S C R™, we write the closure as S. The unit sphere in R” is denoted by
Snl= {z eR™: |z| = 1}, and the unit sphere plus the origin is written as

Seti=s""tu{0,}. (1)

The normalized radial vector function nrv : R” — Sg_l is defined for each v € R" as

if
nrv(v) == v/lvl 1 v# On (2)
0, if v =0,.
The following properties of the nrv function are used in this work.
Ve e R": z=|z|nrv(z). (3)
VzeR"and r >0: nrv(rz) =nrv(z). (4)
Vr € R" and A € R™*": nrv(Az) = nrv(nrv(Az)) = nrv(A nrv(z)). (5)

Let S C R™ be nonempty and let z € S. The contingent cone Ts(x) is the set of all
vectors v € R™ such that there exist a sequence of positive real numbers h; — 0% and a
sequence of vectors v; — v such that = + h;v; € S for all ¢ € N (see [25]). For any S C R”
and x € S, the contingent cone of S at x is a cone, meaning that for all z € Ts(x) and
all @ > 0, we have that az € Ts(z).
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For any x € R", we write the open ray from the origin through x as
ray(z) := {ax e R" | a > 0}
and the corresponding closed ray as
ray(z) := {ax € R" | a > 0}.
Given a cone K C R and any = € R",
r€eK < rayx C K.
We write the conical hull of z1,22,...,2, € R" as
cone(r1, Ta, ..., Tp) = {a171 + ao®a + - + apxy | a; > 0}

Given a set & C R™ and linear map A € R™ ™ then the transformation of S by A is
defined as
AS :={Az e R" |z € §}.

2.1. Hybrid Systems

We consider hybrid systems on R™ in the form

2 {x =flz) zeC,

€ G(z) ze€D,

(6)

with state x € R™, flow set C C R", flow map f : C' — R", jump set D C R™, and
(set-valued) jump map G : D = R™. The system H can be written compactly as
H = (C, f,D,G). The continuous-time system formed by removing the discrete dynamics
of H is written as (C, f).

A hybrid time domain E is a subset of R>g x N such that for every (T, J) € E, there
exists a sequence
O=to<th <<ty =T

such that

EN([0,T] x {0,1,...,J})
= ([to, ta]x{0}) U ([t1, t2]x{1}) U--- U ([ts, toa]x{J}). (7)

Each t1, ta, ..., t; in (7) is called a jump time in E. If ¢t;_1 <t;, then [t;_1,t;] is
called an interval of flow in E. A function ¢ : dom(¢) — R™ is called a hybrid arc if
dom(¢) is a hybrid time domain and ¢ is absolutely continuous on each interval of flow in
dom(¢). We write sup, E' := sup{t € R>o | (¢,j) € E}, sup,; £ :=sup{j € N[ (¢, ) € E},
and length(E) := sup, E' + sup; E. If the domain E of a hybrid arc ¢ has length oo, then
¢ is said to be complete. A hybrid arc ¢ is said be an extension of a hybrid arc v if
dom(v)) is a strict subset of dom(¢) and

(b(taj) = w(taj) V(t,]) € dom(w)



Definition 1 (Hybrid Solution). A hybrid arc ¢ is called a solution of H if it satisfies
the following:

e At each jump time ¢; in dom(¢),
¢(tj,j — 1) c D (8&)
(b(tjvj) € G(d)(t]aj - 1)) (8b)

e For each interval of flow [t;,¢;41] in dom(¢) (for some j with ¢;,1 possibly infinite),

gb(t,j) eC for all t € (tj,tj_;,_l) (9&)
%(Lj) € F(¢(t, 7)) for almost all ¢t € (t;,t;41). (9b)
o

A solution ¢ to H is said to be mazimal if it cannot be extended, that is, if there does
not exist another solution ¢ to H such that dom(¢) a strict subset of dom(z)) (that is,
dom ¢ C dom ) and ¢(t,5) = (¢, j) for all (¢,7) € dom¢. At a jump time ¢ in a hybrid
domain, ¢ corresponds to several values of j, so it is useful to define a function that maps
each ¢ to a single value of j. In particular, for each (¢, j) € dom ¢, we define

t— j(t) := max{j | (t,5) € dom ¢}.
For more background on hybrid systems, see [1, 26].
Given a nonempty set A C R™, the distance from any = € R" to A is
= inf |a — z|.
|#|4 = inf|a —z|
Definition 2. Consider a hybrid system H on R™. A nonempty set A C R is said to be

o stable for H if for all € > 0, there exists § > 0 such that for every solution ¢ to H with
|$(0,0)]|4 < 0, we have that |¢(t,j)|a < e for all (¢,5) € dom ¢,

pre-attractive for H if there exists p > 0 such that for each solution ¢ to H with
|$(0,0)].4 < p, we have that (¢,5) — |¢(¢,7)|4 is bounded and, if ¢ is complete, then

i [9(t.5) =0,

o pre-asymptotically stable (pAS) for H if A is stable and pre-attractive for H,

asymptotically stable for H if z, is pAS for H and every maximal solution is complete. <

Definition 3 (Forward Invariance). A set K C R” is said to be forward pre-invariant

for a hybrid system H if, for each g € K and each maximal solution ¢ starting from

#(0,0) = xg, then ¢(t,7) € K for all (¢,j) € dom¢. If, additionally, each maximal

solution starting in K is complete, then K is called forward invariant. o
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2.2. Conical Hybrid Systems

Definition 4 (Conical Hybrid System with Modes). Let Q := {1,2,..., N} be a finite
set of modes, let £ C Q x Q be directed edges (transitions) between modes. Consider a
hybrid system H with state z := (¢, z) € Q x R™ in the form

ZEC’q}

=101 rec={[{] co
x+eG(q,z)::{ Lﬁ’z} 36:—(q7q/)65} xeD::{ [z] CoxR iz/.eZQED(MI)}’ (10)

s.t. zeD,
where for each mode ¢ € Q and edge e := (¢,¢') € £, the function z — f,(z) is linear or
constant, A, € R"*", the set Cy C R™ is a closed cone that defines the region where z is
allowed to flow while in mode ¢, and for each ¢’ € Q, the set D, C R™ is a closed cone
that defines the region where z is allowed to jump from mode ¢ to mode ¢'. If (¢,¢’) & &,
then D, = @.

Since ¢ does not depend on t, we write it as a function of j only when it occurs as a
component of hybrid arcs, that is, j — ¢(j). When mode ¢ has linear flows, we write
Z = Ayz, where A; € R"*", whereas when mode ¢ has constant flows we write 2 = f. o

A diagram of a conical hybrid system with two modes is shown in Figure 2.

Figure 2: A conical hybrid system with two modes. Mode ¢ = 0 (left) has constant flows and
mode ¢ = 1 (right) has linear flows.

Example 1 (Conical Hybrid System with Modes). As an example of a hybrid system
with modes, we consider a conical hybrid system H in R? with two modes, Q := {0, 1},
7



where mode ¢ = 0 has constant flows and mode ¢ = 1 has linear flow modes. For mode 0,
let flows be defined by # = f§ := [ '] and

Co = {(21,22) €R? | 22 > 21, 2 > 0},
and let

D00y := D01y = {(21,22) | 21 = 22, 21 > 0}.
After a jump from g = 0 to ¢ = 0, the value of z is given by 2zt = A(0,0)%, and after a
jump from ¢ = 0 to ¢ = 1, it is given by 2T = A(0,1), where
0 0 0 0
A(O,O) = |:>\0 0:| and A(U,l) = |:)\1 0:|7

with A\g > 0, Ay > 0. Thus, at jumps, z is mapped to the zs-axis.

-2 4
A= [—2 —1}
and C; := R2. The jump set is defined as the ray from the origin with an angle
0(—m/2,7/2) from the z-axis, i.e., D1 ) := Tay[$%§]. The jump map from ¢ =1 to
q = 0 is defined by

For mode ¢ = 1, let 2 = A1z where

A __|sinf —cos®
(1.0) = |cosh  sinf |

which takes any vector z € Dy ) to A1)z € {0} x R>q (the zp-axis). The transitions
between modes are £ = {(0,0), (0,1),(1,0)}. Based on the choices of parameters Ao, A1,
and 0, the set O := Q x {0,} will be asymptotic stable or unstable. The techniques
introduced in this article reduces the problem of checking stability into analyzing a
discrete graph. o

2.8. Properties of Conical Hybrid Systems

An important property of conical hybrid systems, formalized in Proposition 1, below, is
that their dynamics are radially homogenous—that is, a conical hybrid system behaves
the same way at all distances from the origin, except for scaling effects.

Proposition 1. Given a conical hybrid system with modes H, let
(t,5) = (¢, ) := (a(t,4), 2(t,5))
be a solution to H. Then, for each r > 0, the hybrid arc (t,j) — ¥, (t,j) defined by
wrtd) = | 9 ] v € domo ()
rz(eu(t), 5)

is also a solution to H, where «, is a class-K function defined, for all (t,j) € dom(¢), by

o (t) = / 6,(3(r)) dr, (12)
and
(13)

1 if ¢(7) is a mode with linear flow.
8
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The effect of §, in (12) is that in modes with linear flow, the time v, spends traversing
an interval of flow matches ¢, but in modes with constant flow, the time is dilated by a
factor r.

Proof. First, we show that «, is class-C. From the definition, «,.(0) = 0 and «, is
continuous. Since ¢, is strictly positive, «,. is monotonically increasing, so «;. is class-K.

Let J := sup; dom(¢), and let ¢, ta, ..., t; be the jump times of ¢. For ease of notation,
let to := 0 and, if J is finite, let t;4+1 := sup, dom(¢). For each jump time ¢; in dom(¢),
the hybrid times (¢;,7 — 1) and (¢;, j) are in dom(¢), so (o, '(¢;),7 — 1) and (a; *(¢;), )
are in dom(¢),.) (a- is invertible because it is class-KC). Therefore, ¢ := a; 1(t;) is a jump
time in dom(v,.) for each j € {1,2,...,J}.

Since ;. (and ;') is strictly increasing, [t;,¢;41] is an interval of flow in dom(¢) if and

only if [t},#}, ] is an interval of flow in dom(s;). For each (¢, j) € dom(3,), let (¢, ) —

Zr(taj) = ’I“Z(Oér(t),j), so that wr(tyj) = (Q(j),Zr(t,j))- Since Z(tj7j - 1) € D(q(jfl),q(j))

and D (4(j—1),q(j)) 1S & cone, we have that
—1

zr(t;7 j=1)=rz (ar (ar (tj)), j— 1) =r2(tj, j — 1) € D(gj—1),9())-

Therefore, wr(t;,j — 1) € D, so 1, satisfies (8a). Similarly, since Cy(;y is a cone and
z(t,j) € Cg for all t € (t;,t;41), we have that z,.(¢,j) € Cy and thus 9,.(t,5) € C for all
t € (t;,t;,1). Therefore, v, satisfies (9a).

Now that we have established the jump times and intervals of flows of v,., we want to
show that ), satisfies the jump and flow conditions in Equations (8) and (9). Take any
je{1,2,...,J}. By (8b),

olt),7) = [ “ } € Glo(ty,j— 1)),

so, from the definition of G in (10), 2(;,5) = Agj—1).q))2(tj,5 —1). Thus, at ¢} =

o, L (t5),
’oy CI(]) _ Q(])
vnlty ) = {T‘Z(ar(arl(fj))vj)} B [Am(j—l),q(j))(m(tj»j -1

Since D(4(j—1),q(j)) s @ cone and z(t;, j — 1) is in D(4(j_1),q(;)), then rz(t;,j — 1) is also
in D(q(j—1),q5))- Therefore, 1..(t;,7) is in the set G(Q/Jr(t;,j — 1)) as required by (8b).

If tj41 > t;, then [t;,t;41] is an interval of flow for ¢, so for all t € (¢;,t;41),

2(t,3) = fq(2(t,9))-

(Since f, is linear or constant, we have that if 2 = f,(z) for almost all ¢ € (¢;,¢;41) then
it, in fact, satisfies the ODE for all ¢ € (¢;,¢;41)). From Definition 4, the mode ¢(j) has
either linear or constant flows. Suppose, first, that ¢(j) has linear flows. Then, for all

t € (L, tj+1),

2 (+(t,4) = A o(t )



Applying the chain rule to t — 2,.(t,7) = rz(a,(t), j), we find

da,
dt

o d . ) .
an(tg) = . (r2(en(?), 7)) = Agyyrz(an(t), 1) —=(8) = Ayt ),

since da,/dt(t) = 0,(q(j)) = 1 by applying the fundamental theorem of calculus to (13).
Thus, 1, satisfies (9b) in the case of linear flows.

Suppose instead ¢(j) has constant flows. Then, for all t € (¢;,t;41),

d

@(z(%tﬁl)) = fa(j)-

Applying the chain rule to ¢ — z(a,-(t),j), we find

o d : da, 7 fa()
a(t) = 2 (rz(an(),3)) = rfae)—- (O = =75 = fai)s

since da,./dt(t) = 6,(q(5)) = 1/r. Thus, 1, satisfies (9b) in the case of linear flows.
Therefore, 1, is a solution to H. O

3. Applications of Conical Hybrid Systems

In this section, we introduce one application of conical hybrid systems.

3.1. Sampled Linear Systems

Example 2 (Linear System with Sampled Control). Conical hybrid systems can be used
to model and analyze linear control systems with sampled control updates. Consider the
linear control system

%2 = Az + Bu,

with state z € R” and input w € R™. Suppose u is updated with period T according to
u:= Kz, where K € R™*™. One way to model such as system as a hybrid system is to
use a timer variable 7 € [0, T] where 7 = 1 and triggering events to update the input when
7 =T, and resetting 7™ = 0. Such an approach results in a non-conical hybrid system,
because the set of 7-values where jumps are triggered is non-conical. As an alternative,
we propose using a timer variable 7 := (71, 72) € R? where 7 evolves according to

F=Mr, with M= [0 _w}

w 0
where w = 7/T. When 7 starts with 7 € (0,00) x {0}, it takes time T for 7 to
reach (—00,0) x {0}. Thus, to achieve periodic sampling, we will update u™ = Kz and
7+ = —17 whenever 7 € (—00,0) x {0}. (The % causes 7 to converge to 0,,, which is
convenient for showing the origin is asymptotically stable.) A representative trajectory

for 7 is shown in Figure 3.
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T2

Figure 3: An example trajectory for the timer variable 7 in Example 2.

The closed-loop system has state
z:i=(z,u,7) € X :=R" x R™ x R?,

and can be written as a conical hybrid system (without modes):

2] [Az + Bu
u| = 0 zeC:={(z,u,m,72) €EX |72 >0, 7#(0,0)}
al | M~
21 [ =
ut| = | Ku z €D :={(zu,m,m2) €X |11 <0, 72 =0}
a |—37

Various adjustments to this example could allow for modeling systems that have nonde-
terministic delays between samples and switching between modes. o

3.2. Conical Approximations

One application of conical hybrid systems are as approximations of non-conical hybrid
systems. Such approximations are called conical approximations. The following assump-
tion is necessary for the conical approximation of a hybrid system H to be well-defined
at a point x, € R™.

Assumption 1. For a given hybrid system H := (C, f, D, g) and z, € R™, suppose that
the following conditions hold:

1. If 2. € D, then g(z.) = 2. and g is continuously differentiable at ..
2. If 2, € C, then f is continuous at z,.

3. If x, € C and f(z.) = 0,, then f is continuously differentiable at x.. o
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Definition 5 ([1]). Given a hybrid system H = (C, f, D, g) and a point z, € R™ that
satisfy Assumption 1, the conical approximation of H at x, is

g ) f(), if f(2.) #0 -
=J@):= {Ac(x —xy), 1if f(z.) =0, v €Ci=To(.), (14)

g(z) == Ap(x — x.), x € D:=Tp(zs),

- T
H
er

where A, and A, denote the Jacobian matrices of g and f at x,, respectively:

_of _ 9
Ay = Bx(m*) and Ap = ax(a?*) <

The following result establishes local pre-asymptotic stability in a hybrid system via
pre-asymptotic stability in its conical approximation.

Theorem 1 ([2], Thm. 3.3). Suppose a hybrid system H and a point x, € R™ satisfy
Assumption 1. Let H be the conical approximation of H at x.. If 0, is pAS for H, then
x, is locally pAS for H.

4. Conical Transition Graph

This work relies on definitions from graph theory, provided in this section. See [27] for
details.

A directed graph G = (V, . A) cousists of a set of vertices V and a set of arrows A. Each
arrow in G starts at some vertex v; € V and ends at some vertex vs € V. We write an
arrow from vy to vy as v1 — ve. In a directed graph, an arrow can have the same start
and end point (v; = vg), in which case it is called a loop.

We also allow for multiple arrows that have the same start and end points. To distinguish
between such arrows, we assign each arrow a label. An arrow with the label “L” is written
as a" = v; yvg. In this work, we use only two labels: “F” and “J,” which stand for
“low” and “jump.” Thus, for vi,ve € V), there can be at most two distinct arrows vy s v
and vy 2 vy. If the label is irrelevant for a particular point of discussion, then it can be
omitted.

A weighted directed graph G = (V, A, W) is a directed graph (), A) that also includes
a weight function W that defines a weight for each arrow in A. In a typical weighted
graph, the weight function assigns a real number to each arrow, but in this work we use
set-valued weights. Thus, the weight function is a set-valued map W : A = R that maps
each arrow a in A to a set of real numbers W(a) C R.

Given a graph G = (V, A, W), a walk w through G is a finite or infinite sequence of arrows
in A. A walk of length K € {1,2,...}U{oo0} is written

w:(ao, ar, ..., aK_l):vgﬁv1%v2%~-%vK,

such that ay = vy — vgy1 for each £ =0,1,..., K — 1.
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We define the weight of a walk w as the cumulative Minkowski set product of the arrows
in w. For any sets A, B C R, the Minkowski set product of A and B is defined in [28] as
AB :={ab| a € A,b € B}. For a finite-length walk w = (ag, az,...,ay_1), the set-valued

weight of w is
N—1
i € W(ay)
W(w) = { H T N 1}. (15)
k=0 ’

Yk =0,1,...
If we let K = oo, then W(w) may not be well-defined because the infinite product [T~ 7«
in (15) may not converge. For this article, however, it is sufficient to define W(w) if
and only if [],~, 7% converges to 0 for every choice of {r}. For an infinite-length walk
w = (ag, az, ag, ... ), we have that W(w) = {0} if and only if

Tim [Ire=0 (16)
k=0
for every sequence {ry}7>, with 7, € W(ay) for all k € N.

For an arrow a € A, we have that W(a) is a set of real numbers, so we can write the
supremum weight of a as sup W(a). Similarly, for a walk w, we define sup W(w) is the
supremum weight of w.

Remark 1. Given a walk w := (ag, a1, ...,ay) through a graph with set-valued weights,
the supremum weight sup W(w) is not always equal to the product of the supremum
weights of the arrows. That is, in some cases

sup W(w) # (supW(ao)) (supW(ay)) -« (sup W(ay)).

For example, if W(ag) = {0} and W(a;) = (1, 00), then sup W(w) = 0 but the product
(Sup W(ao)) (sup W(al)) = 0- o0 is undefined. Thus, it is important that the supremum
is evaluated after computing the product.

The CTG is designed to be a simplified representation of a conical hybrid system H
to facilitate the analysis of pre-asymptotic stability. To this end, we exploit properties
of conical hybrid systems, along with assumptions on the continuous dynamics of the
hybrid system, so that the CTG can be used to establish that the origin of H is pAS. In
particular, we exploit two simplifications.

In a conical hybrid system, Proposition 1 asserts that the distance a solution starts from
the origin of does not affect the way it can evolve (aside from scaling effects). Thus, if
we consider any ray from the origin and allow every point in the ray to evolve according
to the dynamics of H, then that ray is (in a sense) preserved. Using this observation, the
first simplification in the CTG comes from using the nrv function to map R" to Sg_l SO
that each single point p € Sg_l represents every point in ray(p).

Mapping R” to Sg_l reduces the dimension by one and—more importantly—allows for
recurrent walks through the CTG despite convergence of solutions (see Figure 1). For
example, suppose that for some v € S"~1, a solution ¢ to H repeatedly enters ray(v).
That is, ¢(tk, jr) € ray(v) for a sequence of hybrid times {(tx, ji)} in dom(¢). Then,

v =nrv(p(t1, j1)) = nrv(e(ta, j2)) = - -
13



Furthermore, the set of possible rays that ¢ can transition into from ¢(t, ji) € ray(v) via
a single jump or flow is the same at every hybrid time (tx, jx) in the sequence. Exploiting
this information allows us to uncover patterns in the behavior of H.

By collapsing R” to S{™*, however, we lose information about the magnitude (norm)
of solutions. Instead, the weight of each arrow in the CTG typically contains every
possible relative change of magnitude that a solution (¢,7) — ¢(¢,j) can exhibit as
(t,5) + nrv(¢(t, 7)) moves from the arrow’s start vertex to its end vertex (both in S~ 1)
via a single jump or a single interval of flow.

The second simplification arising from the CTG is that it allows us to partition the
analysis of pre-asymptotic stability by considering separately solutions that are eventually
continuous and solutions that are not eventually continuous. A hybrid arc is called
eventually continuous if it has an interval of flow after the last jump time in its hybrid
time domain. The aspects of eventually continuous solutions that are relevant to pre-
asymptotic stability in H = (C, f, D, G) can be determined by analyzing the continuous-
time system (C, f). In particular, our results assume that 0, is pAS for (C, f)—which is
necessary for 0,, to be pAS for H and can be verified using methods from continuous-time
system analysis. Thus, the CTG is a tool for analyzing the behavior of solutions that are
not eventually continuous.

Assuming that 0,, is pAS (and thus stable) for (C, f) has the added benefit that if we
can show that a given solution converges to 0,, at jump times, then we can establish
asymptotic convergence without analyzing the trajectories of solutions during intervals
of flow. This is shown in the following lemma.

Lemma 1. Let H = (C, f, D, G) be a conical hybrid system with modes. Suppose that
O := Q x{0,} is stable for (C, f) and let ¢ be any solution to H with sup; dom(¢) = oco.
Then,

lim [¢(;,5)|o =0 = lim_[¢(t,5)[o =0,
Jj—o0 t+j—00

where each t; is the jth jump time in dom(®).

Proof. Let ¢ be any solution to H with sup; dom(¢) = oo. Let t1, ta, ..., be the jump
times of ¢ and suppose that

lim [$(t;, j)[.a = 0.
j—o0

Take any € > 0. We want to show that there exists (¢, j') € dom(¢) such that |¢(¢, j)|4 <
¢ for all (¢,7) € dom(¢) such that t +j > ' + j'.

For each j such that [t;,t;41] is an interval of flow in dom(¢), the function ¢ — ¢(t, j)
is a solution to (C, f) for all t € [t;,t;41]. By the stability of O for (C, f), there exists
d € (0,¢) such that

6(tj,5)|a <6 = [o(t,j)|a<e VtE[t;tjm]. (17)

Since j +— ¢(t;, j) converges to O, there exists j° € N such that |¢(;, j)|4 < d forall j > j'.
Let ¢’ := tj. Thus, from (17), we have that |¢(¢, j)|a < € for all (¢,j) € dom(¢) such
14



that ¢t + j > t' + j’. Since € > 0 was arbitrary, we can take ¢ — 0, thereby establishing
that

t+j—o00

As a consequence of Lemma 1, when determining whether persistently jumping solutions
converge to O (e.g., to establish pre-asymptotic stability), we can ignore the interior of
intervals of flow and only focus on showing that the solution at jump times converges. By
doing so, we treat flows as discrete transitions that take solutions from their values im-
mediately after a jump to their values immediately before the next jump. This effectively
ignores the ordinary time required to traverse the flow because it is irrelevant for determin-
ing pre-asymptotic stability. Based on this fact, we generalize a flow that takes a solution
¢ from 2@ € R" to ¥ € R™ in mode ¢ € Q as a flow arrow (¢, nrv(z®)) & (¢, nrv(z®))
in the CTG.

We design the CTG as a directed graph with set-valued weights with vertices that live in
Q x Sg_l. Each tuple v := (g, s) in Q X Sg_l is a vertex in the CTG if it is possible for
a solution to A to jump from or to v (i.e., if v € DU G(D)). An arrow points between
vertices vy := (q1, $1) and vs := (g2, $2) in the CTG if a solution to A can move directly
from s; in mode ¢; to ray(vs) in mode ¢o by a single jump or a single interval of flow.
Each arrow is labeled by the type of transition it represents (either flow or jump). The
weight of the arrow v; — vy typically stores the relative change in the magnitude of a
solution that starts at v; and ends in ray(vy) (except if s; = 0,, in which case the weight
stores the absolute change—but the occurrence of such cases is limited). By multiplying
together the weights of all the arrows in each walk through the CTG, we can analyze the
relative change in distance of solutions from the origin (see Proposition 5, below).

Definition 6 (Conical Transition Graph). Let H = (C, f, D,G) be a conical hybrid
system on R™ with modes Q. Let £ := {37, “F”} be a set of labels (J stands for jump
and F stands for flow). The CTG of H is a weighted, directed graph G = (V, A, W) where
Y C QX Sg_l is a set of vertices, A C V? x L is a set of arrows between vertices, and
W: A= Ry is a set-valued weight function that assigns a set of nonnegative weights
to each arrow. The set of vertices is defined as

V:=(DUGD))N(QxS;). (18)

For each v® := (¢°, s°) € VN D, and each (¢, 29) € G(v°), and for s® := nrv(2®); a
Jump arrow o’ = v© L v® points from v° to

v? = (¢%, s%) = (¢%, nrv(4.s9)), (19)
where e := (¢©,¢®). The weight of a’ = v® % v is the (singleton) set

W(a’) = {|2%} = {|4es®|}. (20)

There is a flow arrow a" = v©@ Ey 9® from v@ = (¢,s9) € VNG(D) to v := (¢q,s9) €
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Figure 4: Conical transition graph for H in Example 3.

V N D if for some 7 > 0, there exists a function & : [0, 7] — R™ such that

£(0) = 5© (21a)
E(t) = fyl€()) Ve (0,7) (21b)
£(t) € C vVt e (0,7) (21c)
wrv(E(r) = 5 @)

The weight of a” is
W(a") := {|¢(7)] | £ : [0, 7] — R™ satisfies (21) for some 7> 0}. (22)

That is, for each solution ¢ : [0,7] — R™ of (21)—which has |[£(0)] =1 (if [s?] =1) or
|€(0)] = 0 (if |s9| = 0)—the magnitude of £ at time 7 is an element of the weight set:
£(r)] € W(a"). o

Note that each verter in a CTG is a tuple containing a mode ¢ € Q and a vector v € R”
with v € S§~ 1.

If an arrow a := v; — v points from vy := (g1, 51) € V to vg := (g2, 82) € V with s1 # 0,
then the weight of a is the set of all of the possible relative changes in the magnitude of a
solution that transitions from ray(s;) in mode ¢ to ray(ss2) in mode ¢o via a single jump
or interval of flow (the mode can change only for jump arrows. For a flow arrow, ¢ = ¢2).
On the other hand, if s; = 0,,, then the weight of a is the set of all of the possible absolute
changes in magnitude for a transition from 0,, to ray(ss) via a single jump or interval of
flow (the relative change of distance is undefined because the initial distance 0 would be
in the denominator).

In the following example, we consider a conical hybrid system with a single mode, so we
omit the logic variable. In particular, we will consider only mode ¢ = 0 from Example 1.
To simplify the exposition, we will omit the mode variable “q” during this example.

Example 3. Consider the following conical hybrid system on RQZO (the non-negative
quadrant of R?) with a single mode:

f(z) = [(1)] Ve e C = {./L'ERQZ[)‘.'L'QZZUl},
H: 0 (23)
G(z) = Lxl} VeeD:=vay[}] ={z e Ry | z2 =z},
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with v > 0. We will construct the CTG for H. Let vy :=[] and vy :
G(D) =tayv; and D =Tay vy. Thus, the set of vertices is

Il
Sl
)
—
i
-
102]
o

VY = ({On} Uray v1 Uray vg) N Sg_l = {0y, v1,02}
and the set of arrows is

A= {0, % 0,, va Lo, v S v}
——————— ——

Jump arrows Flow arrow

The CTG of H is depicted in Figure 4. o

Example 4 (Example 1, cont.). Now, we will consider the full conical hybrid system H
with modes from Example 1. By examining Figure 2 and the data of the system, we find
that the vertices in the CTG are

(0,0n), 00 := (0, [7]) w1 := (0, v [1]), (1, 0n) w2 = (1, [§]),0s = (1, [$24]),

and the arrows are

(0,00) % (0,0,), (1,00) % (1,0,), (1,0,) £ (1,0,),

(07 On) i) (17 On)a (la On i> (07 On , Vo 1)’01, (24)
J J F

V1 = Vo, V1 = V2, V2 — U3,

vz L5 vg.

There is not a flow arrow from v3 to ve because flow arrows must start in G(D), nor is
v By vg because flow arrows must end in D. o

The need for the weights to be set-valued comes from the fact that there may be multiple
solutions to (21) with different final magnitudes, |{(T")], as in (22). The following example
presents a conical hybrid system with a flow arrow that has a non-singleton weight.

Example 5. Consider the following conical hybrid system:

” &t =f(x)=-1 ze€C:=Rx,
Nzt =G@)=2/2 x € D:=Rs.

Every maximal solution to H evolves by a non-deterministic combination of flows and
jumps until it reaches 0,,, at which point it must jump from 0,, to 0,, forevermore. Thus,
0,, is pre-asymptotically stable for #.

The vertex set of the CTG is V = {0, 1} and the arrow set is
A={0%0,1%1,150,151}.
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Consider, in particular, the arrow 1 £, 1. For all T € (0, 1), the function

§:10,T] = Rxo
t— &) =1—1t

satisfies (21) with v©® =1, v® :=1, and
&) = 1-T € (0,1).

Thus, 1 51 is a flow arrow in the CTG with set-valued weight W(1 £ 1) = (0, 1). o

Whereas non-singleton weights for conical hybrid systems with constant flows are typically
continuous intervals, such as (0, 1), for conical hybrid systems with linear flows, non-
singleton weights are infinite sets of discrete points, as shown in the next example.

Example 6. Consider the conical hybrid H = (C, f, D,G) on R? with dynamics given
by
flz) = Az Vx € C := R?

Glz) == [_831] Vo € D:=tay[}],

where A := ["1’ i{l} and v € R. The vertex set for the conical transition graph is V =

{0, [(1)] , [_01 ] }. It can be shown that there are two jump arrows 0,, % 0,, and [(1)] =N [_01 ] ,
and one flow arrow [ '] £ [§] (recall that the start of a flow arrow must be in G(D)

and the end must be in D). The weights for the jump arrows are

W(0, %0,) = {0} and W([§] % [§']) = {1}

Solutions to (21) for the flow arrow a” := [}] £ [ '] are given for each T € {m, 37,5, ...}
by
cost

t— £(t) := exp(rt) [_ sint} vt € [0,T).

At ¢ =T, the magnitude of £ is |£(T")| = exp(yT). Thus, the weight of a is

W(a") = {exp(WT) | T = 7,3, 5m,...}. S
In addition to having a non-singleton weight, the flow arrow 1 £y 1 in Example 5 illustrates
an exceptional case that we must consider. In Example 5, the origin is pAS for H, so
we want every infinite-length walk through the CTG to have weight {0} (see Theorem 2,
below). But, the weight of w:=1F1F 1 ... is actually W(w) = [0,1). To see W(w)

contains (0,1), take any s > 0 and let ry := exp(—s/2"*1), which is in W(1 £ 1) = (0, 1)
for each k € N. Then, by selecting {7}, in (15), we compute

H ry =exp(—s/2—s/4—s/8—--) =e* €(0,1).
k=0

18



Alternatively, selecting ry, := 1/2 € W(1 £ 1) results in [[;- ,1/2 = 0. Hence, W(w) =
[0,1). The crux of the problem is that by repeatedly traversing the loop 1 Fy 1, the walk
w represents a solution that flows part of the way to the origin, then flows a little more,
and a little more, ad infinitum, without ever jumping. As indicated by the weight W(w),
we can construct such as sequence of flows that will converge to 0, but also sequences
that converge to any value in [0,1). Fortunately, any finite sequence of consecutive flow
arrows can be replaced by a single flow arrow, whereas any infinite sequence of flow
arrows represents a solution that never jumps, so we analyze it using continuous-time
methods instead of the CTG. Therefore, we exclude walks with consecutive flow arrows
from consideration.

Definition 7 (Well-formed Walk). We say that a walk w through a conical transition
graph G is well-formed if no pair of consecutive arrows in w are both flow arrows. That is,
w = (ag,ay,...,ay_1) is a well-formed walk through G if for every i € {1,2,..., N — 1},
either a;_; or a; is a jump arrow. o

Remark 2. A well-formed walk may include consecutive jump arrows.

5. Establishing Pre-asymptotic Stability via the CTG

This section presents a result that allows for pre-asymptotic stability of O := Q x {0,}
(the combined origins of all of the modes) to be established by analyzing the CTG. For O
to be pre-asymptotically stable, © must be forward invariant. Forward invariance of O
can be easily checked for a conical hybrid system, as asserted by the following result.

Proposition 2. The set O := Q x {0,,} is not forward invariant with respect to conical
hybrid system H if and only if it has a mode g, € Q with constant flows and f,, €
Cy \ {0,,}. Furthermore, if O is not forward invariant, then there exists a complete
solution ¢ to H such that

Am16(t,j)lo = co.

Proof. Suppose O is not forward invariant. From the definition of G in (10), we find
G(0O) C O, so solutions to H cannot leave the origin at jumps. Thus, for some ¢. € Q,
solutions to H can flow away from the origin. Flows in g. are either linear or constant.
In both cases, the flow map is Lipschitz continuous, so solutions are unique. If flows
are linear, then f, (0,) = 0,, so all solutions to that start in {gc} x {0,} remain in
{¢c} % {0,,}. Hence, flows cannot be linear. Similarly, if flows are constant and f,, = 0y,
then solutions cannot leave the origin, so we must have constant flows with f,, # 0,.

It remains to be shown that f,, € C. If f,, ¢ C, then any solution to ¢ = f,  from
z(0) = 0,, immediately leaves Cy,, so solutions to H cannot flow from the origin, contra-
dicting our assumption that the origin is not forward invariant. Therefore, fq. € Cg.\{0n}.

To prove the converse direction, suppose mode ¢¢ has constant flows and fg, € Cy. \ {0 }.
Then ¢ : R>¢ x {0} — R™ defined by

¢(t’0) = (qC7tqu) Vt Z 0
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is a complete solution to H. (Since f,, € C,. and Cy, is a cone, tf,, is also in Cy, for all
t > 0.) Finally, since f,, > 0, we have that |¢(¢,j)|0 — oc. O

For a simple illustration of Proposition 2, consider H on R™ with a single mode ¢ that
has constant flows 2 = f7 and a flow set consisting of a single ray, C' := ray f;, where
Iq € S"=1. We have fq € C, so, by Proposition 2, the set O is not forward invariant
for H. The hybrid arc ¢ : R>o x {0} = {¢} x R" defined by ¢(t,j) := (¢, tf;) for all
(t,7) € dom(¢) is a complete solution to H that leaves 0,,, and lim;4;,o0|d(t, 7)o = o0.

5.1. CTG Simulations

This section establishes a correspondence between solutions to a conical hybrid system
and walks through the CTG. For each solution, there is a unique walk called the CTG-
simulation of that solution (Definition 8). That a CTG-simulation is, in fact, a walk
through the CTG is asserted in Proposition 3. Conversely, Proposition 4 asserts that for
every well-formed nonempty walk through the CTG of a hybrid system that starts and
ends with a jump arrow, there exists a solution that the walk simulates. This section is
concluded with Proposition 5, which shows that the relative change in the magnitude of
a solution is an element in the set-valued weight of the solutions CTG-simulation.

Definition 8 (CTG Simulation). Let H be a conical hybrid system with modes Q and
conical transition graph G. Consider any solution (t,5) — ¢(t,7) := (q(j), 2(t,j)) to H
that jumps at least once. Let J := sup; dom(¢) € {1,2,...,00}. Let to := 0 and let ¢;
denote the jth jump time of ¢ for each j € {1,2,...,J}. Let Ky := 0 and for each
finite j € {1,...,J}, let K; be the cumulative number of jumps and intervals of flow
in ¢ between (t1,0) € dom(¢) and (t;,7) € dom(¢). Let hy := (¢1,0), and for each
ke{l,...,K}, let hy be the first hybrid time among

(t171)7 (t271)7 (t2a2)7 R (tJ7J_1)7 (tJvJ) (25)

that does not occur among hg, hy, ..., hx—1. We denote the t-component of hy as
mr(hy) and the j-component as m,(hy), i.e., hy = (mr(hi), 7;(hg)). Note that for each
ke {0,1,...,K; — 1}, either m,(hg) = m,(hgt1) and 7r(hy) < 7r(hrs1), or m(hy) <
7TJ(hk+1) and FT(hk) = WT(thrl)-

We say that

. ) ) lir y—2) Ly —1)
w:= (vo Lvr L ... —L vk, o) —L L UK,)

is the CTG simulation or the G-simulation of ¢, where {vk}kK:JO is a sequence in Q X Sg_l

defined as
vg = (q(hk), nrv(z(hy))) Vke{0,1,...,K,} (26)

and {£;}17;" is a sequence of labels in £ defined by

Vk e {0,1,..., Ky —1}. (27)

Foooif me(hiar) > mr(hy) o
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Remark 3. A CTG simulation of a solution ¢ is a representation of ¢ with “snapshots” of
the solution projected onto Sg_l by the nrv function before and after each jump. Such
a simulation does not say anything about how ¢ flows before the first jump or after the
last jump.

Lemma 2. Suppose H := (C, f, D,G) is a conical hybrid system with modes Q and
transitions £. For any (¢°,2°) € D and (¢, 2%) € G(¢°, 2°), let s© := nrv(z°) and
5% :=nrv(z®). Then,
v9 = (¢%,s°) evnD, v¥:=(¢% s%) eVNGD),

and o’ := v° 2 0® is a jump arrow in the CTG of H.
Furthermore, if (t,7) = ¢(t,j) = (q(j), 2(t,)) is a solution to H, then for each jump
time t; in dom(¢),

(i = 1), nev(e(t.5 — 1) 2 (a0, nrv(s(t5.9)) (25)

is a jump arrow in G.

Proof. Take any (¢°,2°) € D and (¢%,2%) € G(¢°, 2°). It follows immediately from
the definition of the jump set that e := (¢©,q¢®) € £ and 2°© € D,. Since D, is a cone,
s9 :=nrv(z9) is also in D,, so v® := (¢, s°) e VN D.

Next, we will show that v® := (¢, s®) is a vertex in VNG(D) (specifically, v® € VNG(D)),
where s® := nrv(29). Let

. 59/ Aes®] if A,s° #0,
] s@ if 4,5 =0,,.

Since s© € D, and D, is a cone, we have that z* € D, so (¢©,2*) € D. Then,
Agz* = s9.
To see why, first suppose that A.s® # 0,,. Then,
Aez® = A(59/]Acs®]) = nrv(Aes®) = nrv(A4.2°) = 5P,

where the penultimate equality is a result of (5). On the other hand, if A.s® = 0,,, then
A.z* =0, = s9. Therefore, v®¥ € G(¢°, 2*), so v¥ is in G(D) and V.

To finish the proof, we must show that v© 2y v? is a jump arrow in the CTG of H. Using
the definitions of s® and 2%, we have that s® = nrv(z®) = nrv(4.2°). By linearity,
Ae2® = [29]Aes°, so nrv(A.z°) = nrv(A.s°). Therefore, per (19), v© — v® is a jump
arrow.

Finally, (28) is a jump arrow in G since ¢(¢;,7 — 1) € D at each jump time ¢;. O

Lemma 3. Consider a conical hybrid system H := (C, f,D,G) with modes Q and
transitions €. Let (t,j) — ¢(t,j) = (q(j), 2(t,j)) be any solution to H with jump times
tj and J := sup; dom(@). For each interval flow [t;,t;,1] in dom(¢), if j € {1,2,...,J—1},
then
((7), nrv(z(t;, 7)) & (a(7), nrv(z(tj41, 7)) (29)
is a flow arrow in G.
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Proof. Let (t,7) — o(t,5) = (q(j), z(t,j)) be a solution to H. Without loss of generality,
suppose J > 1 (otherwise the conclusion is vacuously true). Take any j € {1,2,...,J—1}.
Let 2@ := z(t;,4), s© = nrv(2?), 29 1= 2(tj41,7), and s := nrv(2©).

Then, ¢(t;,7) € G(¢(tj,7—1)), s0v®@ := (q(j), s”) is a vertex in V. Similarly, ¢(¢;41,7) €
D, so v® := (q(j),s?) is in V.

To show that v©@ £, v® is a flow arrow, for 7:=1t;41 —t;, let £ : [0, 7] — R™ be defined
by
t+t;, 1 (0) if |2©@ 0
o ety o [T i1 2
2(t+t5,7) if |z = 0,,.

Since [t;,t;41] is an interval of flow, 7 is positive. We will check each condition in the flow
arrow conditions (21). Equation (21a) is satisfied because £(0) = nrv(z®) = s©. From
the flow condition (9b) of hybrid solutions, we have that 2(¢, j) = f,(2(¢, 7)) for almost
all t € [tj,t;41]. Since f; is either constant or linear, ¢t — z(j,t) is the unique solution
to & = fy(z) and 2(4,t) = fy(2(4,t)) for all t € (¢;,t;41) (rather than merely almost all).
Therefore, (21b) is satisfied:

de dz

L =Lurt) = fe+1) = fEw) e )

By (9a), ¢(t,j) € C for all t € (tj,t41), so z(t,75) € Cy for all t € (¢;,¢;41) and
&) eC, We(T),

satisfying (21c).

Finally, (21d) is satisfied:

nrv(z® /[z©® if 2@ #£0
an(é’(T)) — ( . /| D i | . ‘
nrv(z®) if |z9]=0
=nrv(z") = s©.
Therefore, v E v® is a flow arrow in G. O

Proposition 3. Consider a conical hybrid system H with conical transition graph G. For
any solution ¢ to H, the G-simulation of ¢ is a well-formed walk through G.

Proof. Let w be the G-simulation of ¢, and let {K;}/_, {ve}?y, and {f:}/ 2" be
defined as in Definition 8. We write the components of ¢ as ¢(t,j) = (q(j), z(t,j)). To
show that w is a walk through G, we must show that each vy is a vertex in V), and for each
ke {0,1,...,K;} that vy — vg41 is an arrow in G. The values of K; always increment by
+1or +2,ie., K1) € {K;+1, K;+2}. Thus, for each j € {0,1,...,J}, we need to show

lr,
that vk, €V and (if j < J) that VK, +1 € V. Furthermore, we need to show VK, L VK, +1

lx,
is an arrow in A. If K(j+1) = K;+2, we also need to show v 11 iil% Vf,+2 Is an arrow
in A. We will consider separately the cases of K(; ;1) = K; + 1 and K1) = K; + 2.

Take any j € {0,1,...,J}.
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Case 1 (K1) = K; +1). Suppose K 1) = K; + 1, which requires that either j =0
or t; = tj41. For the case where j =0, there is a jump arrow in G from vy =
(¢(0), nrv(z(t1,0))) to v1 = (g(1), nrv(t1, 1)) per Lemma 2, since ¢; is a jump time
in dom(¢). Similarly, if ¢; = ¢;11, then

(a(7), nev(z(t;,5))) = (a(), nrv(z(tj41.5))) € D,

so, again by Lemma 2, there is a jump arrow in G from
vi, = (q(j), nrv(z2(t,5))) to vk, = (¢ +1), mrv(tjr,j+1)).

Case 2 (K(j11) = K; +2). Suppose K1) = K; + 2. From the definition of K}, it
follows that j € {1,2,...,J — 1} and [t;,t;+1] is an interval of flow in dom(¢). By
Lemma 3, there is a flow arrow in G from vk, = (q(j), nrv(z(t;,4))) to vk, 41 =
(q(§), 2(tj+1,7)). Additionally, because ¢;11 is a jump time, there is a jump arrow
in G from

V(K1) 1O Uik, 42) = VKL, = (@0 + 1), 0rv (i, 5 + 1)),
per Lemma 2.
Therefore, we have shown that each vy is a vertex in V and each step in w is an arrow

in A, so w is a walk through G. Furthermore, each flow arrow in w is followed by a jump
arrow, as shown in Case 2, so w is well-formed. O

Proposition 4. Consider a conical hybrid system H with modes Q and conical transition
graph G. For some K € {1,2,...,00}, suppose that

. 0 0 k-1
w = (vo Loy vy Ly oo ZETD )

is a well-formed walk through G with £y = J and if K < oo, then {(x_1y = J. Then, there

exists a solution ¢ to H such that w is the G-simulation of ¢.

Proof. Let J be the total number of jump arrows in w. For each finite j € {0,1,...,J},
let K; be the index of the vertex in w immediately after jmany jump arrows. That is,
K; € N is the smallest number such that there are j jump labels in {{o, {1, ..., ¢k, }.

For each finite k¥ € {0,1,2,..., K}, let (g, sx) := vp. We will construct a sequence
{5}, of hybrid arcs in the form
(t,7) = @5t 5) = (p3(3), 25(t. 5)), (30)

where dom(¢;) and z; are defined below, and j — p;(j) := gk, for each j € {0,1,...,7}.

By induction, we will show that for each 7€ {1,2,...,J},

(S1) if j > 1, then ¢; is an extension of ¢;_1,

(S2) ¢; is a solution to H that jumps j times (i.e., sup,; dom(¢;) = j),
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(83) nrv(z;(T3,J)) = sk, where Tj := sup, dom(¢;) is finite (and j = sup; dom(¢;)),

Z(K.,

(S4) wj := (vo Loy gy Ly o BT, vk;) is the G-simulation of ¢j.

The following definition is used to construct ¢;. For each k € {0,1,..., K — 1} such that
l, = F, take 7, > 0 and & : [0, 7] — R™ that satisfy the flow arrow conditions in (21).

For the base case (7=1), let dom(¢1) := {(0,0),(0,1)}, 21(0,0) := sg, and 21(0,1) :=
Ae,80. Hence, ¢1(0,0) = (qo,50) = vo and ¢1(0,1) = (ql,Aeoso). Condition (S1)
is vacuously satisfied because 7= 1. Since vy L v; is a jump arrow, ¢1(0,0) is in D.
Thus, ¢; is a solution to H with one jump—satisfying (S2)—because dom(¢;) has no
intervals of flow and satisfies (8) at t; = 0, the only jump time in dom(¢;). Additionally,
since (qo, So) % (q1,$1) is a jump arrow, (19) requires that s; = nrv(Ag,so). Thus,
nrv(zy (11, J1)) = nrv(z1(0,1)) = s1 = sk, , satisfying (S3). The walk w; = vy 2y vy is the
G-simulation of ¢; with hg = (0,0) and hy; = (0,1), as defined in Definition 8, thus (54)
is satisfied, finishing the proof that the base case satisfies (S1)—(S4).

For the inductive case, take any 7 € {1,2,..., J— 1} and suppose that ¢; is a hybrid arc
that satisfies (S1)-(S4). We define ¢;,1 as an extension of ¢3, i.e., dom(¢;) C dom(¢j41)
and ¢541(t,7) := ¢5(t, ) for all (¢, 5) € dom(¢;z), so (S1) holds by construction. We define
¢7+1 beyond the domain of ¢; via three cases. In each case, we will define £© and k%
and, for Cases 2 and 3, we also define k© and k. For the given definitions of k©, k¥,
k@ and k©, let

v® 1= v, §% 1= spe, and ¢® 1= que for each ® € {0, @, (0), (f)},
and e := (qro, @ )-
Case 1 (jump arrow). Suppose {f is a jump label. There are, j-many jump arrows
from v to vg, (by the definition of K7) and it takes one additional step v, % vr, 41
for the walk w(;y1) to contain 7+ 1 jump arrows, because {x, = J, so K1) =

K; + 1. Let k° := Kj and k% := K1), We also define ry := |z;(T},)| and
ryi=|Aes®] € W(v® L v?). Let

dom(¢j41) := dom(d;) U ({5} x {7, 7+ 1}),

and
2i1(T5, ]+ 1) == roAes®.

Since v© % v® is a jump arrow in A, we have that (¢©,s®) € D. By property (3)
of the nrv function and (S3) from the inductive hypothesis,

23(T3,3) = |25(T5, )| nrv(23(T3, 7)) = ros®.

Since D, is a cone containing s©, we have that z;(7}, ) € D, and thus ¢;(T3, ) is
in D. Additionally,

G501(T5, 7+ 1) = (¢% Ac(ros®)) € G(j41(T5,7))-
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Therefore, ¢;41 is a solution that jumps j+ 1 times, thereby satisfying (S2). At the
end of ¢j41, we have zj41(Tj41,7+ 1) = r9Aes®. By the definition of a jump arrow
in (19), s = nrv(As®). Furthermore, s% = nrv(rgA.s°) = nrv(zj41(Tj41,7+ 1))
because rg > 0 with ro = 0 if and only if s© = 0,,, in which case A.s® = 0,,, also.
Thus, (S3) is satisfied.

By (S4) in the inductive hypothesis, w; is the CTG-simulation of ¢;, so Equa-
tions (26) and (27) are satisfied up to K; and K; — 1, respectively. For 7+ 1,
the hybrid times hg, h1,. .., hg, defined in Definition 8 are the same as for j and
hg,., = (Tj41,)+1). Using (S3), we find that

v? = (¢, s%) = (pj+1(5+ 1), 0rv (251 (Ty11, 7+ 1)))’

satisfying (26) for k = Kj;1. Finally, m,(hk,,,) > 7, (hk,), so (27) is satisfied for
k = Kjy1 — 1. Therefore, wj;q is the CTG-simulation of ¢j41, as required by (S4).

Case 2 (flow arrow in mode with linear flows). Suppose /g, = F and ¢k, is a
mode with linear flows. Since . = F and w is well-formed, lx,41 is a jump
label, so K(j11) = K; +2. Let k@ = Kj, k© = K; 4+ 1, k° := K; + 1, and
k% := Kj + 2. From the definition of flow arrows, take 7 > 0 and ¢ : [0,7] — R"
that satisfy (21) for v©@ £, v®. We also define ¢ := ¢ = ¢©, ro = |2;(13,7)|,
re = |E(T)] € WW® Ev®), and 7, := |4.5°] € W(v® L v®). The extension of
dom(¢;) is defined as

dom(¢541) := dom(¢5) U ([T5, T3+ 7] x {7, + 1}).
Thus, Tj41 = T;+ 7. The values of z;j11 are defined for (¢, j) € dom(¢j4+1) \ dom(e;)
as
Zir1(t,]) = ro§(t = T3) vt € [T5, Ty (31a)
2541 (T4, ]+ 1) 1= rore Aes®. (31b)
Since £(t) € C, for all t € (0,7) and Cy is a cone, z;+1(t,7) is also in C; for all
t € (T3, Tj4+1), satistying (9a). Furthermore, the hybrid arc ¢;;1 satisfies the flow
condition (9b) for all t € (T}, T541):

de+1
dt

. d

(t,5) = 7 (ro& (t = T3)) = rofa(&(t = Ty)) = roAgé(t = T)
= Agro§(t — T5) = fq(z541(L, 5))-
By the definition of flow arrows, namely (21d), nrv(£(7)) = s©, so at the end
of the interval of flow (T3,7j51+1), we have zj11(T541,7) = 10&(7) € D.. Thus,
¢5+1(T541,7) € D, satistying (8a). Furthermore, (8b) is satisfied because ¢511(T541,]) €
G(¢54+1(T5+1,])) because
2j41(Ty1, ]+ 1) = rorpAes® = Ac(rors®) = Ac(rolé(r)| nrv(E(7)))

= Ae(ro§(7)) = Aezjr1(Ti1,)- (32)

Therefore, ¢;5.1 is a solution to A that jumps one more time than ¢;, satisfying (S2).
25



Let zp = z541(T5, J;) and zp = zj41(Ti41, Jj+1). We want to show nrv(zy) =
s = sg,+1. By definition, in (32), 2y = rorpAes®. If rore > 0, then we have that
nrv(zy) = s@, per (4), since s% = nrv(4.s°).

On the other hand, if 7o = 0, then s = s© = 2y = 0,, and, because mode ¢ has
linear flows, solutions cannot flow away from the origin, so r, =0, zy = 0,, and
s =5 =0,, so s¥ =nrv(4.s°) = nrv(0,) = 0,,. Thus, nrv(zy) = s®.

Finally, if 7 = 0, then s = s© = 0,,, because |¢(7)| = 0. Since s® = nrv(A4.s°) =
0,,, we have that
nrv(zg) = 59 = 0,.

Next, we want to show (S4), i.e., that wjs1; is the G-simulation of ¢j11, which
requires showing (26) holds for k¥ € {Kj;+1,K;+ 2}, and (27) holds for k €
{K;, K; + 1}. By assumption, wj is the G-simulation of z;. For z;11, the sequence
ho,ha, ..., hi iy, defined in Definition 8 has two more elements than the corre-
sponding sequence for zz, namely hx,11) = (T541,7) and h(x;42) = bk =
(TjJrlvj + 1)'

First, we will show that wj, satisfies (26) for k = K;+ 1. We have that

pi+1(hi;+1) = P () = axk;
because p;j11(j) = gk, by definition for each j € {0,1,...,7+1}. But,
pi1(hr; 1) = qx;41,

because ¢ = ¢ = qk; = qx;+1 = ¢, as required by (26) for k = Kj+ 1. For the
z-component,
zjr1(hig+1) = Z541(T541, ) = 10€(T).

Suppose, first, that ro > 0. Then, by (4), Suppose, instead, that ro = 0. In this
case, ¢ is identically zero because t — &(t) := 0,, is the unique solution to & = A,x
from z¢ = 0,,. Thus, nrv(re&(7)) = nrv(é(7)) = 0,. By (21d), nrv(¢(7)) = s, so

2ip1(his11) = SK;41,

therefore (26) is satisfied for k = K;+ 1.
Next, we will show that wj; satisfies (26) for & = Kj + 2 = K(;;1). We have that

pj“l’l(hK(j-*—l)) = p5+1(j+ 1) = dK 11y
as required by (26) for k = K; + 1. For the z-component,
Zj+1(hK(i+1)) - Zj+1(7}+1aj+ 1)'

We have already shown that (S3) holds, so nrv(zj+1(hr;,,,)) = Sk, There-
fore, (26) holds for k = Kj;1).

Finally, (27) is satisfied for £ = K because (k, = F and

Tr (b, 41) > T (hK,),
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and is satisfied for £ = K3 4 1 because €K5+1 = J and
WJ(hKHl) > (hK5+1)'
Therefore, wj;11 is the G-simulation of ¢j41, satistying (S4).

Case 3 (flow arrow in mode with constant flows). Suppose /., = F and ¢, is a
mode with constant flows. Since w is well-formed, (.11 = J and K(j;.1) = Kj + 2.
Let k© := K;, k© := K;+ 1, k° := K;+ 1, and k® := K;+ 2. From the definition
of flow arrows, take 7 > 0 and & : [0,7] — R™ that satisfy (21) for v©® By 0®. We
also define ¢ := ¢© = ¢, ro = |%;(T3,7)|, me = |&(7)] € W(0® Z0P), and
ryi=|Acs® € W@ L v®). Let

dom(¢j11) := dom(¢;) U ([T5, T41] x {7, ]+ 1}),

where
T if rp >0

T5p1 :=T5+
e {T if 7o = 0.

The value of z;11(¢, ) is defined for (¢,j) € dom(¢j+1) \ dom(¢;) as

£(t—T3) if o = 0
{TOTFAes@ ifrg >0

(6 = {TOE(@_I})/TO) T0>0 e m Tl (33)

zi1 (L1, 7+ 1) = (33h)

rpA.s® if o = 0.

To show (S2), we will consider separately the cases g > 0 and ro = 0. Suppose,
first, that ro > 0. Then, ¢;; satisfies the flow condition (9b) for all ¢t € (T3, T511):

51(t.9) = 5 (o€ (¢ = T5) /o)

= rofy (€((t — T5)/r0)) 5 (¢ = T5) /o)
= fa(z511(£,]))-

If, instead, ro = 0, then,

Gaat.]) = (- T3)) = folzrn(6.7),

again satisfying (9b). In both cases, z;11(t,7) € Cq for all t € (T3, T541), satisfy-
ing (9a).
By (21d) in the definition of flow arrows, nrv(é(7)) = s € D, so

2j+1(Tj41,)) € De.

Thus, ¢j41(T54+1,7) € D, satistying (8a). Furthermore, (8b) is satisfied at the only

jump time, T541, in dom(¢;11)\dom(¢;) because 2541 (T541, J+1) = Aczir1 (T, J)-

Therefore, ¢;5.1 is a solution to A that jumps one more time than ¢;, satisfying (S2).
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Let zZo = Zj+1(Tj, Jj) and Zf = Zj+1(Tj+1,Jj+1). To prove (83) hOldS7 we must
show nrv(zy) = s¥ = sk, 41. From (33b), nrv(zy) = nrv(A4.s®), which equals s,
satisfying (S3).

Next, we want to show (S4), i.e., that wj;1 is the G-simulation of ¢j41, which
requires showing (26) holds for k¥ € {K;+1,K;+ 2}, and (27) holds for k €
{K;, K; + 1}. By assumption, wj is the G-simulation of z;. For z;11, the sequence
ho,ha, ..., hi iy, defined in Definition 8 has two more elements than the corre-
sponding sequence for z;, namely h(x,11) = (T541,]) and h,12) = hi,,,, =
(T541,7 + 1). First, we will show that wj; satisfies (26) for k = K; + 1. We have
that

pi+1(hi;+1) = pr+1(J) = gxk;
because pj;1(j) = qx,; by definition for each j € {0,1,...,7+ 1}. But,
pr+1(hK;+1) = QK41
because ¢ = ¢ = gk, = qx;+1 = ¢, thereby satisfying (26) for k = Kj + 1. For
the z-component,
. ro&(T) ifrg >0
7. h ~ = F T~ 3 =
2741 (hi;+1) = 2541(T541, ) { € ifrp=0
Thus, nrv(z;j41) = nrv(§(7)). By (21d), nrv(£(7)) = s, so
Zip1(his11) = K41,
therefore (26) is satisfied for k = K; + 1.
Next, we will show that wj; satisfies (26) for k = K5+ 2 = K(;,.1). We have that
Pi+1(hk ) =10+ 1) = 4Ky
as required by (26) for kK = K; + 1. For the z-component,
zir1(hr ) = 2701 (Th1, 7+ 1).

We have already shown that (S3) holds, so nrv(zj11(hx,,,,)) = Sk, There-
fore, (26) holds for k = K j;1).

Finally, (27) is satisfied for k = Kj because /., = F and
mr(hi,+1) > 7 (hk,),
and is satisfied for £ = K3 + 1 because {x, 1 = J and
WJ(hKHl) > (hK].+1).
Therefore, wj;;1 is the G-simulation of ¢;41, satisfying (54).
Thus, for the inductive case, ¢;541 is a hybrid arc that satisfies (S1)—(S4). Therefore, by

induction, w; = w is the G-simulation of ¢; = ¢. O
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The following result asserts that the weight of a solution ¢’s CTG-simulation contains
the relative change in the distance of ¢ from Q x {0,}. In other words, the weights of
CTG-simulations tell us how solutions move toward or away from Q x {0, }.

Proposition 5. Consider a conical hybrid system H with conical transition graph G and
a solution

(t,5) = o(t, 3) = (a(h), 2(t, 7).

Suppose ¢ jumps at least once and let

UK y—1)
)

w = (vo Ly vy &y - )

be the G-simulation of ¢, with J := sup; dom(¢) and with Ko, K1, ..., K defined as in
Definition 8. Furthermore, let hg, hi, ..., hx, be the hybrid times associated with the
G-simulation of ¢, as defined in Definition 8, and for each finite k € {0,1,...,K;}, let
Lo
Wy = (voe—oﬂh [—1> —>(k D Uk)
be the truncation of w to the first k arrows.

Suppose that there does not exist a flow arrow (q,0,) &5 (g, s”) in w such that s # 0,
Then, for each finite k € {1,2,...,K;},

|2(hi)| = rE|z(ho)| for some r, € W(wy). (34)
Proof. For each k € {0,1,..., K}, let (qx,sk) := vg, and if £ = J, then let e, =
(qk; Qr+1)- Let ro := |z(ho)].

We proceed by induction over k. For the base case, consider £k = 1. The first arrow
in a CTG-simulation is always a jump arrow. Let r1 := |Ac, 80| € W(vg L v1). Since
z(t1,1) = Aeyz(ho) and z(hg) = roso, we have

|z(h1)| = |Aeyros0| = ror1 = r1|2(ho)|.
Therefore, (34) holds for k = 1, proving the base case.

Now, suppose that (34) holds for k € {1,..., Ky — 1}. That is, there exists r, € W(w,)
such that |z(hg)| = rg|z(ho)|-

Suppose, first, that £ = J. Let v} | := |Ac, sk € W(v, L vpq1). Thus, rpyq = rpry, €
W(wg41). Furthermore, z(hgi1) = Ae, 2(hg), so

|2(hit1)] = |Ae, 2(hE)| = |Ae,ToTkSE| = T0Tk|Aey Sk| = rorkrﬁﬁl = TOTrkil-
Thus, [2(hk+1)| = rr+1]2(ho)| for rr1 € W(wp1).

Alternatively, suppose that ¢, = F. Let ¢ := qr = qg4+1. If 7o =0, then s, = 0,, so
sk+1 = 0y, also, by assumption, in which case f;(0,,) = 0,,. Since f, is Lipschitz continuous,
solutions to 2 = f4(2), 2(0) = 0,, are unique, namely t — &£(¢) := 0,,. Thus, it must be

29



the case that z(hxy1) = 0,. From (22), we have that 0 € W(vi, By v11), 80 741 :=0 €
W(wg41). Thus, (34) holds:

|2(het1)| = 0 = rpp170 = Trg1|2(ho)]-

Suppose, instead, that r; > 0, which also implies that rq > 0 (if ro = 0, then r = ry =
<o =1 =0). Wewill define 7 > 0 and ¢ : [0, 7] — R™ to satisfy the flow arrow conditions
in (21) for vg & vgyq. Let j := m(hg) = m(hkt1), th == mo(hg), and tgy1 = mr(hgt1)-
We define

)tk — e if ¢ has linear flows
(tk+1 — tk)/rork if ¢ has constant flows,

and for all t € [0, 7], let

z(tk + t, j)/rork if ¢ has linear flows

t— £(t) :{

z(tk + rorit, j)/rork if ¢ has constant flows.

By the inductive hypothesis, rory = |z(hi)|, so we find that (21a) is satisfied:

£(0) = — 2ty ) =

Mo nrv(z = Sp.
TOTk |z(hi)| (2(7)) k

To check that £(t) = f,(£(t)), that is, (21b), we consider constant flows and linear flows
separately. If ¢ has linear flows, then for all ¢t € (0, 7),

£(0) = (ot + 1.3)from) = ——5{tx +1,9)

T dt
1 . 1 .
= qu(z(tk +1t,5)) = mqu(tk +1,7)
= Agz(ti +t,5)/rore = Ag&(t)
= fq(&()).
Alternatively, if ¢ has constant flows, then

: d 1
g(t) = % <7‘0rkz(tk + T()?"kt))
= 2(tk + Torkt)

= fq(z(tk + Torit)).
Since f, is constant, i.e., fy(2) = f; for all z € R",
fa(2(tn +rorat)) = f3 = fo(£(2)),
50 £(t) = f,(£()). In both cases, (21b) is satisfied.
We have that £(t) € C, for all ¢ € [0, 7], C, is a cone, so z(t, ) € C, for all t € [tx, tx+1],

satisfying (21c).
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Checking the terminal flow arrow condition (21d), we find

£(r) = (tk+1 - tk) if ¢ has linear flows
E((trg1 — tr)/Toms) if ¢ has constant flows
z(tk + (tkt1 — tr), )/rork if ¢ has linear flows
N (t;C + rork (b1 — tk)/ToTk, J )/rom if ¢ has constant flows

= z(tk+1,])/r0rk
= Z(h/k;Jr])/rO’rk. (35)

Therefore, (21d) holds:

nrv(€(7)) = nrv(z(hggr) /rero ) = nrv(z(his1)) = Skt

Finally, let v}, := [£(7)] € W(vg I vpy1) and 11 i= 77) W (wiy1). Rewriting (35),
we find
|2(hi1)| = roril€(T)] = rorkThqr = ToTkr1 = Tri1|2(ho)l-

Therefore, (34) holds for all k € {1,2,..., K}, by induction. O

5.2. Stability and Asymptotic Stability

By applying Propositions 3-5, we can use the CTG of H to determine pre-asymptotic
stability of O. First, in Proposition 6, we use the CTG to establish stability, which we
use to establish pre-asymptotic stability in Theorem 2.

Proposition 6. Let H = (C, f, D,G) by a conical hybrid system with modes Q and
conical transition graph G. Suppose that O := Q x {0,} is stable for (C, f) and that
there exists M > 1 such that sup W(w) < M for each walk w through G. Then, O is
stable for H.

Proof. Take any € > 0. Since O is stable for (C, f), there exists § € (0,¢) such that for
every solution ¢ — £(t) to (C, f) with |£(0)] < 6,

|€(t)] <e Vte dom(§).

Let &’ := 6/M. Then, again by the stability of 0,,, there exists ¢’ > 0 such that, for every
solution ¢ — &(t) to (C, f) with |£(0)| < ¢,

()] <€’ Yt € dom(¢).

Let (t,7) — &(t,j) := (q(4),2(t,j)) be any solution to H with |2(0,0)] < ¢’. Thus,
|2(t,0)] < & for all t € [0,11], where ¢; is the first jump time in dom(¢). In particular,
we will use the fact that
|2(t1,0)| < €.
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Since O is stable for (C, f), solutions to H cannot leave O by flowing. Furthermore, from
the definition of conical hybrid systems, G(O) C O, so solutions to H cannot jump away
from O. Therefore, O is forward invariant for H.

Let w be the G-simulation of ¢ with K;, Ks, ..., Ky and hg, h1, ..., hx, defined as in
Definition 8, and let wy, be the truncation of w to the first k£ > 0 steps. By Proposition 5,
for each jump time ¢; in dom(¢), there exists r; € W(wg;) such that

|2(t5,9)| = ri;[2(t1, 0)].
Since the weight of every walk is bounded by M and |z(t1,0)| < &',
|z(tj, J)| = ri;|2(t1,0)] < Me" = 6.

Thus, every interval of flow [t;,¢;41] starts with |z(¢;,7)] < 0, so |z(t,j)| < € for all
t € [tj,tj4+1]. Therefore, O is stable for H. O

The next theorem is of central importance to this work as it allows one to establish
pre-asymptotic stability using the CTG.

Theorem 2. Let H = (C, f, D, G) be a conical hybrid system with modes Q and conical
transition graph G = (V, A, W). Suppose the following:

(P1) For each q € Q, the origin 0,, is pre-asymptotically stable for (Cy, f,).
(P2) There exists M > 0 such that every walk w through G satisfies sup W(w) < M.
(P3) Every well-formed infinite-length walk w through G satisfies W(w) = {0}.

Then, the set O := Q x {0,} is pAS with respect to H.

Proof. Ttems (P1) and (P2) satisfy the assumptions of Proposition 6, which asserts
that the origin of H is stable. By stability and the radial homogeneity property of H
established in Proposition 1, every solution is bounded. Thus, we only need to show that
every complete solution to H converges to O. As a consequence of stability, O is forward
invariant and there does not exist any flow arrows in G in the form (g,0,) & (g, s®),
where s # 0,

Let (t,7) — ¢(t,7) = (q(j),2(t,7)) be any solution to H, let J := sup; dom(¢) and
T := sup, dom(¢), let ty := 0, and for each j € {1,2,...,J}, let t; denote the jth jump
time of ¢. Showing that ¢ converges to O is equivalent to showing z converges to 0,,.

If J < oo, then there are no jumps after ¢z, so the function t — ¢(t,J) is a solution to
(C,f) for allt € [t;, T). If ¢ is complete, then lim; o 2(t, J) = 0,, due to (P1).

Suppose, instead, that J = co. Let w be the G-simulation of ¢ with Ky, K, ..., Ky;
ho, h1,...,hk,; and wy defined as in Definition 8. Then, by Proposition 5, for each finite
ke{1,2,...,K }, there exists ry € W(wy) such that

|2(h)| = ri]z(t1,0)] < sup W(wy,).
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Per Proposition 3, the CTG-simulation of ¢ is a well-formed walk through G, so by (P3),
we have that W(w) = {0}. Thus,

klim sup W(wg) =0 and |2(t5,4)| = 0.
—00

lim
k—o00

It remains to be shown that the value of the solution during intervals of flow between
jump times also converges. By assumption, O is stable for (C, f), so the assumptions of
Lemma 1 are satisfied. Thus, by Lemma 1, we have that

lim  2(t,7) = 0.

t+j—00

Therefore, since every complete solution to H converges to O, we conclude that O is pAS
for H. O

Remark 4. If, additionally, 7 is the conical approximation of a hybrid system H about
2, € R™, then Theorem 1 asserts that x, is (locally) pre-asymptotically stable for H.

The assumptions in Theorem 2 can be simplified when G is finite. When V is finite,
condition (P3) is satisfied if and only if sup W(w) < 1 for every elementary cycle w in G.
A walk through a graph is called an elementary cycle if it starts and ends at the same
vertex and does not visit any other vertex more than once. To check (P3), it is necessary
to enumerate over all of the elementary cycles. One efficient algorithm for this purpose
is Johnson’s enumeration algorithm [29]. For a CTG with |V| vertices, |A| arrows, and ¢
elementary circuits (not counting cyclic permutations), the worst-case time complexity
of Johnson’s algorithm is O((|V| + |A|)(c + 1)). Furthermore, if the weight of each arrow
is bounded and V is finite, then (P3) implies (P2).

6. Abstractions to Reduce the Graph Size

A problem that arises when applying CTG-based analysis is that the set of vertices V is
often infinite. In this section, we introduce results that allow for reducing an infinite CTG
into a finite graph while preserving relevant properties of the graph. Such a reduction is
called an abstraction. Previous work has used abstractions to reduce the infinite state
space of timed processes [? | and timed hybrid automatons [? | into a finite number of
states, allowing for algorithmic analysis.

Our general approach is to cover Sg_l with a finite number of sets, which we use as
replacements for individual points as vertices in graphs. Given a set S, a cover of S is a
collection of sets {P*};cz indexed over Z C N such that P* C S for each i € Z, and

s=Jr.
€L

Given a conical hybrid system H := (C, f, D,G) with modes Q, we consider a cover

of S§~! for each mode. That is, for each ¢ € Q, let P, := {P;}iel'q be a cover of S§ "

with index set Z,. We impose that P is a finite collection of sets to allow for computational
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tractability, we write index sets in the form Z, := {0, 1, ..., m} where m € N. For each
e:=(q°,q%) € &, let

10 = {@ €.

P;@ ﬁDe#Q} and I? = {iEIe

Ple N (AcD.) # @}. (36)
Thus, z € D, and e := (¢°,¢%) € £,

3i° €19 :z€ Pl and 3i® €I : Az € Pl (37)
In other words, for each e := (¢©,¢®) € £,

D.c |J Po, and AD.c |J P
i© e 12 i® eZ?

We then define abstract conical transition graphs as follows.
Definition 9 (Abstract Conical Transition Graph). Consider a conical hybrid system H
on R™ with modes Q and conical transition graph G = (V, A, W). For each mode ¢ € Q,

let Py, = {Pi}icz, be a cover of S§" and for each e € &, let IO and I? be defined
as in (36). The abstract conical transition graph (ACTG) defined by the partitions

P1,P2,..., P is a directed graph G = (]7, ./Z, VN\/) with set-valued weights. The vertex
set ¥ := VO UV® is defined by

Ve = U {a°} x 1867,1@) Ve = U {¢®} x I(Eze,q@)- (38)
(4°,4%)e€ (4°,4%)ee
For each v© := (¢©,i®) € V° and each v¥ := (¢®,i%) € V®| let
D

©
e:=(¢%4¢%), P°:=Pyo, and P¥:=Pg.

There is a jump arrow a’ = v° 2 v® in A if (A, P°) N P® is nonempty. The set-valued
weight of a’ is .
W(a’) = {|Acs®| | s € PO} (39)

For each v©® := (¢,i®) € V® and each v = (¢q,i®) € V°, let PO := P;(O) and

PO = P;m. There is a flow arrow a” := (v©@ &, 0®) in A if for some 7 > 0, there exists
£ :10,7] = R™ such that

£(0) € P© (40a)
E(t) = fo(&(t)) vte (0,7) (40b)
&(t) € Oy Vit € (0,7) (40c)
nrv(é(r)) € PY. (404d)
The weight of each flow arrow a = (q,i®) £ (¢,i") is
W(a") == {|¢()] | € : [0, 7] — R" satisfies (40) for some T > 0}. (41)
o
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The following result establishes pre-asymptotic stability from ACTG’s, analogously to
Theorem 2 for CTG’s.

Theorem 3. Let H = (C, f, D, G) be a conical hybrid system with modes Q and conical
transition graph G = (V, A,W). For each mode q € Q, let P, = {P;}iezq be a cover

of ngl with Z, finite, and let G = (17, A, VNV) be the abstract conical transition graph
defined by P1, Pz, ..., P|g|- Suppose the following:

(R1) For each q € Q, the origin 0,, is pre-asymptotically stable for (Cy, f,).

(R2) For each arrow a € A, the weight W(a) is bounded.

(R3) For each well-formed elementary cycle w through G ,

sup W(w) < 1.
Then, the set O := Q x {0,} is pAS with respect to H.
Proof. The proof proceeds by proving two facts.

Fact 1 There exists M > 0 such that for every walk @ through G , we have that
sup W(ib) < M, (42)

and if @ is infinite, then W(u?) = {0}.

Fact 2 For every walk w := (vg — v1 — .-+ — wvg) through G (for some K €
{1,2,...,00}), there exists a walk w := (09 — U1 — -+ — ¥k) through G
such that W(w) C W(@).

These two facts, along with (R1), imply assumptions (P1)—(P3) of Theorem 2, so we can
apply Theorem 2 to conclude O is pAS.

To prove Fact 1, let @ be any walk through G. Since |l~/| is finite, every walk through G
returns to a vertex it has already visited every [V| 4+ 1 or fewer steps (or possibly never,
if the length of @ is less than |V|). As a result, w must have the following structure:

1. The walk starts with an acyclical portion consisting of between zero and |]~i|—many
steps that do not repeat any vertices.

2. The acyclical portion of the walk is followed by any number of cycles (infinitely
many, if w is infinite).

3. If the walk is finite, it ends with another acyclical portion of between zero and
|V|-many steps.
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Let wg be the acyclical portion of @ before the first cycle, let w; be the acyclical portion
of w after the last cycle, and let w. be the cyclical part in the middle. Let

W= sup{sup W(a') ‘ a e /T}
By (R2), every step in arrow in @’ has a bounded weight, so u < oco. Thus,
sup W(ig) < (sup Wi — 771)> (Sup W(o — 52)) <Y,
Similarly, sup W(wy) < um. For the cyclical portion w., we have, per (R3), that
sup VNV(u?C) <1

because each cycle multiplies the weight by a value less than 1. Thus, the weight of @
must satisfy

supW(w) < M := M2\9|’
proving Fact 1.

To show Fact 2, let w := (v Loy gy Loy éK_*%vK) be any walk through G with K €
{1,2,...,00}. Take any k € {0,1,..., K — 1}. Suppose ¢}, = J and let

09 = (¢9,59) = v, 0¥ = (¢%,59) :=vpy1, and e:=(¢%,¢%) € €.

Per (19),

s® e D.N 86’71 and s® = nrv(A(q@’qe;)s@) e A.D.N Sgil.
Because {Pqig }ioezo covers D, there is some i© € Z2 such that s© € P9 := Pq’g.
Similarly, for some i® € Z®, we have s¥ € P := P;i. Since s® € A, P° N P?, we have

that (¢°,i%) 2 (¢®,i®) is an arrow in A. The weight of v© 25 v® is {|A.s®|}, which is a
subset of W(v® L v®), per (39).

Alternatively, suppose £, = F and let
0@ = (q,5?):=v;, and v :=(q,5") = vpi1.
Take any r € W(v® E0®). Per (22), there exist 7 >0 and £ : [0,7] — R”™ that
satisfy (21) such that r = |£(7)|. We have that v € VN G(D), so there exists ¢© € Q
such that e := (¢©,q) € &€, and s© € D, such that
s@ = A.s° € A.D..

Thus, there exists i@ € Z® such that s € P© := Pgw). Similarly, v® € VN D, so there
exists ¢® € Q such that e := (¢,¢%) € € and

s9 € D,.
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Thus, there exists i € Z9 such that s© € P® := Pg(f)

(q,i@) € V¥ and v = (q,i®) € V°©, and

We then have that 0@ :=

£0)=59€P? and nrv({(r))s" € PO,
satisfying (40). Therefore, 9 £ ¢® is an arrow in A and

r =€) € W 557).

In the manner described above, we construct a walk
e N e N O
and since .
W(vr 25 vp 1) CW(0g 25 Gp1) Ve € {0,1,..., K — 1}
we have that .
W(w) c W(w),
completing the proof of Fact 2.

It follows from Facts 1 and 2 that (P2) and (R3) hold, so by Theorem 2, the set O is
pAS for H. O

7. Numerical Example

In this section, we present an example where we construct an abstract CTG for a hybrid
system with modes and apply Theorem 3 to determine asymptotic stability of the origin.
In particular, we consider a hybrid system H as in (10) in R? with two modes, Q := {0, 1}.
The system has linear flows maps in each mode ¢ € Q defined by 2 = A,z where,

2 2 -1 1
SNEN w-l0 )
The eigenvalues of Ay and A; are complex, resulting in flows that spiral around the origin,

with the flows in mode ¢ = 0 spiraling outward and the flows in ¢ = 1 spiraling inward.
The components of the flow set in each mode are

Co:= {(xl,xQ) € R? | r1 < 0} and O :=R?,

where the choice of Cy # R? is important to ensure that the origin is stable for flows
in mode 0, since solutions spiral outward but can only flow for a finite amount of time
before reaching the boundary of Cj.

In each mode, the system can jump within the same mode or jump to the other mode,
so the set of mode transition edges is

& :=1{(0,0),(0,1), (1,0, (1,1)}.
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Figure 5: The system H from Section 7 overlaid by an ACTG. Mode ¢ = 0 is shown on the left
and g = 1 is on the right. For each ¢ € Q and e € &, the set Cy is blue, D, is red, and A.D. are
yellow. Jump arrows are drawn as red lines and flow arrows are blue.

The jump map for each transition e € £ is defined by a linear map 2™ = A.z, where
1 1/2 11
A(o,o) = [_2 2 } A(0,1) = ’Y[O 1],

1 3 0 1
Ao = [4 2], Aqy = [O _1]7

where v > 0 is a parameter we discuss in Section 7.1. The jump sets to trigger a jump

along each transition are

(43)

Dyo,0) = cone([ 5], [Z1]), Dio,1) = cone([],[ 72]).
D10y = cone([Z1]. [ T5]), D11y == cone([§],[ 1])-

A plot of the sets in H is shown in Figure 5, overlaid with the arrows of the conical
transition graph.
The conical partition Py and P; are constructed using a method similarly to the authors

of [14], with additional partitions added as needed so that each boundary of Cy, D,, and
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A.D, align with the boundaries of cones in the partition. As a result, every cone in the
partition is either entirely inside or entirely outside Cy, D, and A.D., respectively.

The construction of flow arrows requires determining reachability from each cone in
G(D) to each cone in D via flows in C. In each cone of the conical partition, we find
the adjacent cones (those that share a boundary), and determine the direction of flow
through the boundary. In R?, all convex cones are polyhedral, which we exploit in our
implementation. The find the full set of reachable points reachability analysis, we over
approximate the reachable set within a cone K from a polyhedron set of initial positions
Py C K for flows along # = A,z using the fact that A,z € A, K for all x € K. Thus, the
reachable set from Py in K is given by (Pp + A,K)N K. By picking Py D S™, we can over
approximate the change in magnitude of a solution as it flows through a cone, allowing
us to construct the weights of flow arrows. The code for this example is available at
github.com /pwintz/conical-transition-graph.

7.1. Results

In Figure 6, we present the maximum and minimum weights for cycles through the ACTG
for various choices of 7 > 0, used to define A ;) in (43). We see that for small values of
7, the maximum weight is less than 1, satisfying (R3) in Theorem 3. Furthermore, (R1)
and (R2) can also be shown to hold. Therefore, by Theorem 3, the set Q x {0,} is
pAS for H. Increasing v above 7 ~ 107!, however, causes the maximum cycle weight
to become greater than 1, so Theorem 3 no longer applies. Note, however, that this
is insufficient to conclude that the system becomes unstable—the test is indeterminate
and the actual value of v where instability occurs is likely larger. Over approximations
used in the construction of the ACTG cause the maximum walk weight to be inflated.
Examining Figure 6, we see that the effect of modifying « becomes saturated. As -y
increases, the minimum cycle weight increases up to a point. After v = 10°, increasing vy
has no effect on the minimum cycle weight. The cause of this is the presence of cycles
in the graph that don’t pass through the transition that depends on . Similarly, as
decreases toward zero, the maximum cycle weight also saturates, as the cycle with the
largest cycle becomes one with no dependence on ~.

8. Future Work

There are several avenues for future work on conical transition graphs. There are some
promising directions for expanding the generality of the proposed approach. One could
relax assumptions on the system to allow for more general types of dynamics, such as
allowing for higher order homogenous systems. In particular, the approach is agnostic
to how quickly the magnitude of the flow map grows along each ray, so long as all the
flows along each ray points in the same direction. In fact, that requirement could also
be relaxed to allow for systems with moderate nonlinearities in the direction of flow.
We are also interested in extending the CTG approach to include a broader class of
hybrid systems, in particular hybrid systems with set-valued flow and jump maps as
in [2, Thm. 3.16]. By extending the approach to allow for set-valued dynamics, could
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Cycle Walk Weights vs. v Parameter
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Figure 6: Maximum and minimum weights of cycles in the ACTG of the hybrid system H
described in Section 7 for various values of 7.

over approximate nonlinear vector field as a set-valued map that contains all the flow
directions along a particular ray from the origin, or within some cone.
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Appendix A. Additional Results and Proofs

This section contains results omitted from article 1.

Lemma 4. Let H be a conical hybrid system with constant flows and let ¢ be any
solution to H. For all r > 0, the hybrid arc ¥(t,7) := r¢(t/r, j) for all (t,j) € dom(¢)) :=
{(t,5) | (t/r,j) € dom(¢)} is a solution to H.

Proof. Let H = (C, f,D,G) be a conical hybrid system with constant flows, let ¢ be
any solution to H, and for any r > 0, let ¥ (¢, j) := ro(t/r,j) for all (¢,7) € dom(v)) :=
{(t.4) | t/r,j) € dom(e)}.

We have that ¢; is a jump time in dom(v) if and only if ¢;/r is a jump time in dom(¢),
so ¢(t;/r,j —1) € D. Since D is a cone, 9(t;,j — 1) = r¢(t;/r,j — 1) is also in D. By
the linearity of G,

G((t5,5 —1)) = G(ro(t;/r,j —1))
=rG(¢(t;/r,j —1))
=ro(t;/r.j)
= w(tjaj)a
so 1 satisfies the jump conditions.

Take any pair of consecutive jump times ¢; and ¢;41 in dom(e)) such that ¢;11 > t;,
meaning I := [t;,t;41] is an interval of flow in dom(¢). Then, [t;/r, t;+1/7] is also an
interval of flow in dom(¢). For each ¢t € I, we have that ¢(t, j) = r¢(t/r,j) € C because
C' is a closed cone. From flow condition (9) in the definition of hybrid solutions, we have
that ¢(t, ) = f(4(t, ) for almost all ¢ € I. Thus, using the chain rule and the fact that
f is constant-valued, we find that

9t 5) = 4 (rdlt/r. )

d d
- (d t=t/r )> (dt t(t/r)>
=rf(o(t/r,j))(1/r)
= f w( 7))
for almost all ¢t € I, so 1) satisfies the flow conditions in the definition of a hybrid solution.
Therefore, 1 is a solution to H. O

42


https://doi.org/10.1007/978-0-8176-4848-0_4
https://doi.org/10.1007/978-3-662-53622-3
https://doi.org/10.1137/0204007

Lemma 5. Let H be a conical hybrid system with linear flows and let ¢ be any solution
toH. For allr > 0, the hybrid arc v defined by ¥ (t, j) := r¢(t, j) for all (¢, j) € dom(¢)) :=
dom(¢) is a solution to H.

Proof. Let H = (C, f,D,G) be a conical hybrid system with linear flows, let ¢ be any
solution to H, and for any r > 0, let (¢, j) := r¢(t, j) for all (¢,7) € dom(y)) := dom(¢).

For each jump time ¢; in dom(¢), we have that ¢; is a jump time in dom(¢) and ¢(¢;,j —
1) € D. Since D is a cone, 9(t;,j — 1) = r¢(t;,j — 1) is also in D. By the linearity of G,

G((tj,j—1)) =Gro(t;,j — 1)) =rG(e(t;, 7 — 1)) = ro(t;, j) = (L), 5),
so 1 satisfies the jump conditions.

Take any pair of consecutive jump times ¢; and t¢;1; in dom(¢) such that t;41 > t;,
meaning I := [t;,t;41] is an interval of flow in dom(¢), and also in dom(v). For each
t € I, we have that ¢¥(t,7) = r¢(t,j) € C because C is a closed cone. Let A be the linear
map defining the flow dynamics & = f(z) = Az. From flow condition (9) in the definition
of hybrid solutions, we have that ¢(t,5) = A¢(t,7) = f(¢(t, 7)) for almost all t € I. Thus,

Gt ) = rélt, §) = rAd(t,j) = A(ré(t, j)) = A (t, j)

for almost all ¢ € I, so v satisfies the flow conditions in the definition of a hybrid solution.
Therefore, ¢ is a solution to H. O
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